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INTRODUCTION TO THE IGS

The InternationalGPS Servicefor GeodynamicgIGS) wasformed by the International
Association ofGeodesy (IAG) to provid&PS dataand highlyaccurate ephemerides in a
timely fashion to the global science community to aid in geophysical research. This service
hasbeen operational sincanuary 1994.The GPS dataflows from aglobal network of
permanent GPS tracking sites through a hierarchyatd centerbefore they aravailable
to theuser atdesignated global and regiorddtacenters. Amajority of these datflow
from the receiver to global data centers withinh®dirs ofthe end of thebservatiorday.
Commondataformats and compression softwae utilizedthroughoutthe dataflow to
facilitate efficient datdransfer. 1GSanalysis centers retrieve thedata daily toproduce
IGS products(e.g., orbits, clock corrections, Earth rotationparameters, and station
positions). These products are then forwarded to the global data certteggbglysts for
access by the IGS Analysis Coordinator, for generatidheofinal IGS orbit product, and
for access byhe user community ingeneral. To furtheaid users of IGSdata and
products,the IGS Central Bureau InformatioBystem (CBIS) wasleveloped to provide
information on IGS sites and participating data and analysis ceriteesCBIS, accessible
through ftp andthe World Wide Web(WWW), provides up-to-date dataholding
summaries of the distributethtasystems. The IGS, its dataflow, and the archival and
distribution at one of its data centers will be discussed.

IGS DATA AND PRODUCTS

In generaleighty percent of th&PStracking data arelelivered, archived, angublicly
available within 24 hours after the end of observatiay. Derived products,including an
official IGS orbit, are available within ten days.

GPS Tracking Data

The network of IGS sites is composedGIPS receivers from a variety ohanufacturers.
To facilitate the analysis of these data, raw receiver data are downloaded on a daily basis by
operational data centerand converted into a standaf@drmat, RINEX, Receiver
INdependent EXchange format (Gurtner, 1994). GPS tracking datdifed@S network
are recorded at a thirty second sampling' ralthe GPSdata unit typicallyconsists of two
daily files, starting at 00:00:00 UTC and ending at 23:59:30 UTC,; fdeecontains the

! Selected sites sample data at higher rates (e.g., one second) in support of other programs; the data are
dessimated at operational data centers prior to submission to the IGS data flow.



range observations, a secdild contains theGPS broadcast ephemeridés all satellites
tracked. These two RINEX data files fothe smallest unit o6PS datafor the IGS and

after formatconversion areforwarded to aegional or global data centfar archival and
distribution. Forselectedsites, meteorological datdrom collocated weathestations are
available and submitted in the data flow with the observation and navigation datajatiaese
are also in RINEX format. Each site produces approximately 0.6 Mbytes of data per day in
compressed RINEX format.

The daily GPS data in RINEX format from a single site approximately®.0 Mbytes in
size; with anetwork of over 14Gsites, this over 250Mbytes perday. Thus, tdessen
electronic network traffic as well as storage atuhgousdatacenters, alatacompression
schemewas promoted fromthe start of thdGS test campaign. liwvas realized that the
chosen software must lexecutable on a variety of platfornis.g., UNIX, VAX/VMS,
and PC) and must be irthe publicdomain. After testing severapackages,UNIX
compression was the softwareadbioice and executablésr VAX/VMS and PC platforms
were obtained and distributed ttata and analysis centers. Thdata compression
algorithm reduces the size of the distributed files by approximately a factor of ttuse;
daily GPSfiles average).6 Mbytes persite, or atotal of 70 Mbytesper day at dypical
IGS global data center (GDC).

IGS Products

Seven IGS data analysis centers (ACs) retrieve the GPS tratatmglailyfrom the global

data centers tproducelGS products. These products consist dhily precisesatellite
ephemerides, clock corrections, Earth rotation parameters, and giasitions. The files

are sent to the IGS global data centers by these analysis centers in uncompressed ASCII (in
general), using NGS SPfrmat (Remondi, 1989) forthe precise ephemerides and
Software IndependeriixchangeFormat, SINEX, (Blewitt et. al., 1995) forthe station
position solutions. The AnalysisCoordinator forthe IGS, located atNRCan, then
accesses one of the global data centers on a regular basis to retrieve these products to derive
the combinedGS orbits, clock corrections, andearth rotation parameters as well as to
generatereports ondata qualityand statistics on product comparisons (Beudferal.,

1993). The time delay dhe IGS final orbit products is dependenponthe timeliness of

the individual IGS analysis centers; on average, the combined orbit is generated within two
to threedays ofreceipt of datafrom all analysis centers (typically withiten days).
Furthermore,the IGS Analysis Coordinator produces a rapid orpitoduct, available

within 24 hours and a predicted orbit, available within one hour UTtBeotlayfor which

this predictionwas produced.The precise and rapid orlptoductsare availabldrom the

global data centers as well as the IGS Central Bureau.

Recently, associate analysis centers (AACs) have begun analyzing IGS data on a regional
and globalbasis. To date, six groupsgularly produce regionally-oriented analysis in
SINEX format to global dataenters. Three globalnetwork associate analysis centers
(GNAACS) incorporatethe weekly solutions provided bythe analysis centers and the
regional network associate analysis centers (RNAACs) to produce combined network
solutions.

FLOW OF IGS DATA AND INFORMATION

The flow of IGS data (including both GRfataand derived products) agell as general
information can be divided into several levé@urtner and Neilan, 1995) ahown in
Figure 1:



» Tracking Stations

« Data Centers (operational, regional, and global)

* Analysis Centers

* Analysis Center Coordinator

e Central Bureau (including the Central Bureau Information System, CBIS)

The components of th&S dealing withflow of dataand productswill be discussed in
more detail below.
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Figure 1. Flow of IGS Data

Tracking Stations

The global network of GP8acking stationsare equippedvith precision, dual-frequency,
P-code receivers operating at a thirty-second sampditeg The IGS currently supports
over 140globally distributedstations. These stationsire continuously tracking and are
accessible through phorimes, network, orsatellite connections thugermitting rapid,
automated download of data on a daily basis. Any station wiship@rticipate in the IGS
must submit a completed station log to I8& CentralBureau,detailing thereceiver,site
location, responsible agencies, and otheneralinformation. These statiotogs are
accessible through the CBIS. The IGS has established a hierarchy of4besigessince
not all sites are utilized by every analysis center (Gurtner and N&B&5). Acore set of
nearly seventy siteare analyzed on a dailyasis by mostenters; these siteme called
global sites. Sites used by one or two analysis centers for densification on a regsimal
are termed regionaites. Finally, sitegpart of highly densenetworks, such as one
established in souther@alifornia to monitor earthquake deformaticare termed local
sites. This classification ofGS sitesdetermineshow far in thedata center hierarchy the



data arearchived. For examplglobal sitesshould flow tothe global data centdevel,
where regional sites are typically archived at a regional data center only.

Procedures have been developed by the IGS CB for new stations wishing to participate in
the IGS (Gurtnerand Neilan,1995). These proceduremclude recommendations for
installation of the site, identification of data flow paths and contactscraation ofproper
site documentation.

Data Centers

During thelGS design phases, it waealized that alistributed data flow and archive
schemewould bevital to thesuccess othe service. Thusthe IGS hasestablished a
hierarchy of data centers to distribute ddtam the network of tracking stations:
operational, regional, andlobal datacenters. Operational data centers (ODCs) are
responsible for the direct interface to tB@Sreceiver, connecting tthe remote site daily
and downloading and archivinidpe raw receiverdata. The quality of these data are
validated by checking the number afservations, number of observed satellitietée and
time of thefirst and last record ithefile. The data are then translatedm raw receiver
format to a common format armbmpressed. Botthe observation and navigation files
(and sometimes meteorological data) are then transmitted to a regional or global data center
within a few hours following the end of the observation day.

Regional data centef®RDCs) gatherdata from various operational data centers and
maintain an archive for users interested in stations of a particular region. These data centers
forward datafrom designated global sites tiwe global data centers ideallyithin one to
two hours of receipt.IGS regional data centers have besstablished in severalreas,
including Europe and Australia.

The IGS global data centers (GDCs) are ideally the principle GPS data source for the IGS
analysis centers arile generaliser community. GDCare tasked to provide an on-line
archive of at least00 days of GPSlata in the common dat@rmat, including, at a
minimum, the datafrom all global IGS sites. The GDCsarealso required to provide an
on-line archive of derivegroducts,generated by th&GS analysis centers and associate
analysis centers; two of the three global data centers currently provide on-line access to IGS
products generated since the start of the IGS test campaign (June 1992). These data centers
equalize holdings of global sites and derived products dailyabasis(at minimum). The
three GDCs provide the IGS withlevel of redundancy, thupreventing a single point of
failure should a data center become unavailableerscan continue to reliably accedata
on a daily basis from one of the othero datacenters. Furthermoréjree centers reduce
the networktraffic that could occur to aingle geographical locationThe flow of GPS
datafrom the curreninetwork of IGStracking stations to globalata centers ishown in
Figure 2;Table 1presents this information B8PS stationname. Table 2lists the data
centers currently supporting the IGS.

IGS data and productse freely available to theublic. Interesteduserscan access the
IGS CBIS in order taletermine a conveniesburce to access and folldive procedures
for connecting to the selected data center.

Analysis Centers
The seven IGSdataanalysis centers (ACsgtrieve theGPStracking data dailyfrom the

global data centers faroduce daily orbifproducts and weekl¥arth rotation parameters
and station position solutions; the nine associate Analysis Centers (AACS) retrieve the data
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Figure 2. IGS Data Flow (by Data Center)
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Table 1. IGS Data Flow (by Station)

Station OC/LDC RDC GDC
ALBH* NRCan CDDIS
ALGO* NRCan CDDIS
ANKR* IfAG IGN
AOA1L JPL CDDIS
AREQ* JPL CDDIS
ASC1* JPL CDDIS
AUCK* JPL CDDIS
AzU1 JPL CDDIS
BAHR* NIMA CDDIS
BLYT Sle)
BOGT JPL CDDIS
BOR1 ISR IfAG IGN
BRAN Sle)
BRAZ* JPL CDDIS
BRMU* NOAA CDDIS
BRUS IfAG IGN
CAGL ASI IfAG IGN
CARR JPL CDDIS
CAS1* AUSLIG CDDIS
CASA JPL CDDIS
CAT1 JPL CDDIS
CHAT* JPL CDDIS
CHIL slo
CHUR NRCan CDDIS
CICE JPL CDDIS
cIT1 JPL CDDIS
COCO* AUSLIG CDDIS
COoso SsIo
CRFP slo
CRO1* JPL CDDIS
CSN1 JPL CDDIS
DAVI* AUSLIG CDDIS
DGAR* JPL CDDIS
DHLG slo
DRAO* NRCan CDDIS
DUBO NRCan CDDIS
EBRE TAG IGN
EISL* JPL CDDIS
FAIR* JPL CDDIS

FLIN NRCan CDDIS
FORT* NOAA CDDIS
GALA JPL CDDIS
GODE JPL CDDIS
GOL2 DSN JPL CDDIS
GOLD* DSN JPL CDDIS
GOPE ISR IfAG IGN
GRAS CNES IGN
GRAZ ISR IfAG IGN
GUAM* JPL CDDIS
HART CNES IGN
HARV JPL CDDIS
HERS IfAG IGN
HFLK ISR IfAG IGN
HNPT NOAA CDDIS
HOB2* AUSLIG CDDIS
HoLC SsIo
HRAO JPL CDDIS
11SC* JPL CDDIS
IRKT* DUT IfAG IGN
JOZE ISR IfAG IGN
JPLM JPL CDDIS
KELY* NOAA CDDIS
KERG* CNES IGN
KIRU ESOC  (none) | IfAG CDDIS | IGN
KIT3* GFZ  (none) | If/AG CDDIS | IGN
KOKB* JPL CDDIS
KOSG* DUT IfAG IGN
KOUR* ESOC CDDIS
KRAK JPL CDDIS
KWJ1* JPL CDDIS
LAMA ISR TAG IGN
LBCH JPL CDDIS
LHAS* IfAG IGN
LONG slo
LPGS* GFZ CDDIS [ IGN

Station OC/LDC RDC GDC
MAC1 AUSLIG CDDIS
MADR* DSN JPL CDDIS
MALI* ESOC  (none) | IfAG CDDIS | IGN
MAS1* ESOC  (none) | IfAG CDDIS | IGN
MATE* Asl IfAG IGN
MATH slo

MCM4* JPL CDDIS
MDO1* JPL CDDIS
MDVO* DUT IfAG IGN
MEDI ASI IfAG IGN
METS* NMA IfAG IGN
MKEA* JPL CDDIS
MOIN JPL CDDIS
MONP o)
NLIB* JPL CDDIS
NOTO ASI IfAG IGN
NYAL* NMA IfAG IGN
OAT2 JPL CDDIS
OBER GFZ  (none) | IfAG CDDIS | IGN
OHIG* IfAG IGN
ONSA* NMA IfAG IGN
PAMA* CNES IGN
PENC ISR IfAG IGN
PERT* ESOC CDDIS
PIE1 JPL CDDIS
PIN1 slo
POL2*  UNAVCO CDDIS
POTS GFZ  (none) | IFAG CDDIS | IGN
PVEP Slle)
QUIN JPL CDDIS
RCM6* NOAA CDDIS
REYK* IfAG IGN
ROCH slo
SANT* JPL CDDIS
SEY1 JPL CDDIS
SFER IfAG IGN
SHAO* JPL CDDIS
ek slo
SNI1 JPL CDDIS
soL1 NOAA CDDIS
SPK1 JPL CDDIS
STJO* NRCan CDDIS
TAEJ* KAO CDDIS
TAIW* GSI CDDIS
THU1* JPL CDDIS
TID2 DSN JPL CDDIS
TIDB* DSN JPL CDDIS
TOuL CNES IGN
TRAK SIo
TROM* NMA IfAG IGN
TSKB* GSI CDDIS
UCLP JPL CDDIS
UPAD Asl IfAG IGN
uscl JPL CDDIS
USNA GODC CDDIS
USUD* JPL CDDIS
VILL ESOC  (none) | IfAG CDDIS | IGN
VNDP Sle)
WES2* NOAA CDDIS
WHC1 JPL CDDIS
WHIL JPL CDDIS
WHIT* NRCan CDDIS
WLSN JPL CDDIS
WTZR* IfAG IGN
VUHN* NOAA CDDIS
XIAN JPL CDDIS
YART JPL CDDIS
YELL* NRCan CDDIS
ZIMM ITAG IGN
ZWEN* GFZ  (none) | IfAG CDDIS | IGN

67 global stations; 146 total stations

Notes:

* indicates global stations

|notation indicates duplicate flow of data



Table 2. Data Centers Supporting the IGS

Operational Data Centers

ASI Italian Space Agency
AUSLIG Australian Land Information Group
CNES Centre National d’Etudes Spatiales, France
DSN Deep Space Network, USA
DUT Delft University of Technology, The Netherlands
ESOC Eurgpean ace Ageng/ (ESA) Pace (erations Center, Germgan
GFz GeoForschungsZentrum Germany
GSl Geographical Survey Institute, Japan
ISR Institute for Space Research, Austria
JPL Jet Propulsion Laboratory, USA
KAO Korean Astronomical Observatory
NIMA National Image and Mapping Agency (formerly DMA), USA
NMA Norwegian Mapping Authority
NOAA National Oceanic and Atmospheric Administration, USA
NRCan Natural Resources Canada
SIO Scripps Institution of Oceanography, USA
UNAVCO University NAVSTAR Consortium, USA
Regional Data Centers
AUSLIG Australian Land Information Group
IfAG Institut fir Angewadte Geodasie, Germany
JPL Jet Propulsion Laboratory, USA
NOAA/GODC National Oceanic and Atmospheric Administration, USA
NRCan Natural Resources Canada
Global Data Centers
CDDIS Crustal Dynamics Data Information System, NASA GSFC, USA
IGN Institut Géographique National, France
SIO Scripps Institution of Oceanography, USA

and products to produce station positisolutions. These ACsolutions, along with
summary files detailinglataprocessing techniques, station asadellitestatistics, etc., are
then submitted to the global data centerthin one week othe end of the observation
week; AAC solutions typically are submitted two to three weeks later.

Analysis Center Coordinator

The Analysis Cente€Coordinator,located atNRCan, retrieves the derivegroducts and
produces acombinedIGS orbit product based on a weighted averagethef seven
individual analysis center result3he combined orbit is then made available to@&Cs
and the IGS CBIS within ten days followinige end of thebservationveek. Rapid and
predicted orbitsare also generated at NRCan; rapid orlate availablewithin 24 hours
while the predictedrbits are availablewithin one hour UTC otthe dayfor which this
prediction was generated.

Central Bureau

The Central Bureadpcated atJPL, sees tthe day-to-day operations anthnagement of

the IGS. The Central Bureau facilitates communication withih@G®communitythrough
several electronienail services. The Central Bureawalso has created, operates, and
maintains the Central Bureau Information Sys{@BIS) (Liu, et. al., 1995)designed to
disseminate information about the IGS and its participants within the community as well as



to other interested parties. The CBIS was developed to provide a central sogeecfat
information on the IGS as well as pointerghe distributeddatacenters, guiding users to

the most efficient access to data and product holdings. AlthoudbBlf is acentral data
information system, the underlying data are updated via automated queries to the distributed
datacenters. These queries update ti@BIS dataholdings information asvell as GPS

status reports and IG8ectronic mailarchives several times pday. Otherdata, such as
station configuration logs and the official IGS product archives, are deposited when new or
updated information is generated.

CONCLUSIONS

The IGS has shown that near real-tiavailability of GPS data is areality. The hierarchy
thatwas established in both tracking stations alada center$as streamlined datélow,
with the global data centexerving asthe main interface between the datad theuser.
Standards indata formats and compression softwasee essential to theuccessful
operation of the IGS. Furthermore, automation in data archiving and retrieval is a necessity
in order to provide near real-time access to data over an extended period of ienbGS
has found, however, that some data flow paths regpitieization inorder to prevent the
flow of redundantata to dataenters, asvell as scheduling oflata deliveries to avoid
congestion oveelectronicnetworks. TheIGS wouldalso like to encourage thetations
and operationatlata centers topload thedata to regionabnd globaldata centers even
faster than the current 24 hour average. This schedule werrtt theanalysis centers to
produce more rapid orbit products.
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